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ABSTRACT 
Roc curve analysis is a best statistical tool to assess the performance of test accuracy by an area under the curve 

(AUC). In binormal model, let X and Y be two normal populations with means µx and µy for diseased 

population (D) and healthy population (H). This paper emphasis, area under the binormal roc curve model and 

comparisons are made with the help of different AUCs basing on various possible distances (difference between 

population means) Dj; j=1, 2 ….9. These nine possible distances can be calculated by taking lower and upper 

limits of confidence interval of means, which can be computed from first and third quartiles (i.e. Q1 and Q3) 

from their respective normal populations. Estimation of three new method of averages namely i) Simple 

Average Method  ii) Fixed Weights Method            (FW-Method) and iii) Proportional Weights Method (PW-

Method) are briefly discussed also comparisons made between them and normality is tested by P-P plot. 

 

INTRODUCTION 

The immense  importance of classification problems  have been extensively  increasing  day by day in several 

areas viz., engineering, medical, biological sciences, radiology, epidemiology etc. In the recent years there exists 

a necessity not only in classification rule but also performance of diagnostic test accuracy. Generally any 

classification is made on the basis of markers. Especially markers play an imperative role in the medical science, 

so the name gets biomarkers. However markers are used to merely classification rule but not for the 

performance of test accuracy. In this scenario performance of the test accuracy can be measured by a very 

popular statistical tool - Roc Curve Analysis. Receiver Operating Characteristic (ROC) curve analysis plays a 

vital role as a classifier performance assist tool in medicine or health related areas. ROC curve is a graphical 

representation of sensitivity and  

 

(1-specificity) on XY plane. In many diagnostic problems one needs to assess the performance of a classifier or 

more than one classifier, roc curve analysis accomplish all  requirements as one of  the best statistical tool.  

One of the problems in ROC curve analysis is that of evaluating the Area under the ROC Curve (AUC). The 

AUC can be used to know the overall accuracy of the diagnostic test. Estimation of AUC arises from different 

approaches such as i) Parametric approaches ii) Non-Parametric approaches and iii) Semi-Parametric 

approaches. This approach makes an ROC curve smoothed and also estimates AUC using binormal model when 

the diagnostic test results are continuous from the D and H normal populations. 

In parametric approach, if we have considered two normal populations, let X ~ N (µx, σ
2

x) and    Y ~ N (µY, σ
2
y) 

be the two random variables (continuous) and are normally distributed with different means. Then the binormal 

ROC curve of the form is given by 

ROC (t) = Φ ( a + b Φ-1(t) ) 

where Φ is the cumulative normal distribution function and a = 
x y

x

µ µ




, b = 

y

x




 

In this parametric approach, the AUC equals the probability that a randomly selected diseased subject has 

diagnostic higher than a randomly selected non diseased. 

Earlier, I (Suresh Babu .N et al.,) have proposed a new method of estimating the Binormal AUC basing on the 

possible distances between the means of the two normal populations using 100(1-α) % confidence intervals of 

means. These estimates are based on the weighted average of 9 possible estimates that arise from the confidence 

intervals. 

In this paper , I reexamine the estimation of new possible AUC estimates from the binormal ROC model basing 

on  9 possible distances by replacing lower and upper limits with respective first and third quartiles and arrive 

more or less new improved AUC estimates attain Target AUC. And also prove that Fixed Weight Method 

provides very accurate approximation to the true AUC. Normality was tested among the AUC estimates by P-P 

plot when sample size increases. 
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AREA UNDER THE BINORMAL ROC CURVE 
Let  X and Y be two continuous random variables representing the test variables in D and H groups respectively, 

such that  X ~ N (μX, σX
2) and Y ~ N (μY, σY

2).    

In parametric approach, area under the binormal ROC curve is the summary index of the performance of the 

diagnostic test denoted by AUC. If X and Y are the scores allotted to randomly and independently chosen 

individuals from D and H populations respectively. 

Then AUC can be defined as         AUC = P ( X > Y ) 

          AUC = P (X – Y > 0) 

If X ~ N (µx, σx
2) and Y ~ N (µy, σy

2) then X- Y ~ N (µx- µy, σx
2+ σy

2).   Hence if Z denotes a standard normal 

random variate, 

AUC = P (Z > 0 −  (
µx− µy

√ σx2+ σy2
)) 

             = 1 – Φ (
− µx+ µy

√ σx2+ σy2
) 

             = Φ (
µx − µy

√ σx2+ σy2
)  

Dividing numerator and denominator by σx, then 

AUC = Φ (
µx− µy

σx

√ σx2+ σy2

 σx

) 

AUC = Φ (
𝑎

√1+𝑏2
)  

The above expression is the simplest form of AUC in parametric approach. 

The binormal model gives an expression for the TPR (Sensitivity) as a function of the FPR (1- Specificity) 

expressed in terms of cumulative normal probability. 

 

Faraggi and Reiser (2002) have shown that with binormal model, the AUC is given by 

        AUC = Φ (
μX- μy

√σX
2 + σY

2
)     (1) 

 Let µ̂
x 

and µ̂
y 

 represent the estimated means and sx
2, sy

2 represent the sample variances of X and Y respectively.  

Then the estimated AUC is obtained by replacing the parameters with their sample estimates.  This gives  

                 AUC ̂ = Φ (
µ̂x - µ̂y

√sx
2+ sy

2
)                                              (2) 

Suppose, we wish to develop an ROC curve such that it has a predetermined AUC denoted by AUC*, like 0.9, 

0.8 etc.  If Z* = Φ-1 (𝐴𝑈𝐶∗) will be denotes the standard normal deviate corresponding to AUC
*
 then Faraggi 

and Reiser (2002) have shown that the estimated mean of the diseased group is  

.             𝜇̂X = 𝜇̂y + Z*√sx
2 + sy

2                (3) 

Using this 𝜇̂X the AUC can be estimated. 

Let D denotes the distance between the means of the two normal populations.  Then              D = (𝜇̂X - 𝜇̂Y) and 

estimated AUC takes the form   Φ (
D

√sx
2+ sy

2
)                                         (4)                                          

Since the true population mean can be anywhere in confidence interval (CI) for each of the two populations the 

true difference between the means depends on the upper and lower limits of the intervals.     

 

THE POSSIBLE DISTANCES BETWEEN THE MEANS BASING ON QUARTILES 
The true mean of the population most probably may lie at the middle of confidence interval. Suppose including 

the lower and upper confidence limits can be taken into the consideration then there exists different distances 

between them which provides probable AUC estimates as same as estimation from the difference between true 

means. Lower and upper confidence limits of a confidence interval for means can be obtained from first quartile 

(Q1) and third quartile (Q3) from their respective normal populations. 

For a diseased normal population (D), the first and third quartiles are given by 
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Mean ± (0.6745) .Standard Error of mean  i. e  µ̂
x 

 ± (0.6745)  S.E ( µ̂
x 

) 

For a healthy normal population (H), the first and third quartiles are given by 

Mean ± (0.6745) .Standard Error of mean  i. e  µ̂
y 

 ± (0.6745)  S.E ( µ̂
y 

) 

For the H group let the confidence interval be (L1, U1) and for the D groups (L2, U2) where the limits 

are as defined below. 

 

Lim

it 
Value 

L1 Q1Y= µ̂
y 

- (0.6745) (
𝑠𝑌

√𝑛1
) 

U1 Q3Y= µ̂
y 

+ (0.6745 (
𝑠𝑌

√𝑛1
) 

L2 Q1X= µ̂
x 

 - (0.6745)  (
𝑠𝑋

√𝑛2
) 

U2 Q3X= µ̂
x 

+ (06745) ( 
𝑠𝑋

√𝑛2
) 

 

where n1, n2 are the sizes and 𝑠𝑋, 𝑠𝑦 are the s.d’s of the healthy and diseased groups respectively.   

 

The 9 possible true distances between the means basing on the limits are shown inTable-1.    

 

D

1 

D

2 

D

3 

D

4 

D

5 

D

6 

D

7 

D

8 

D

9 

(

L

2

-

L

1

) 

(

L

2

- 

µ̂
y 

) 

(

L

2

-

U

1

) 

(

µ̂
x 

- 

L

1

) 

(

µ̂
x 

- 

µ̂
y 

) 

(

µ̂
x 

-

U

1

) 

(

U

2

 

-

L

1

) 

(

U

2 

- 

µ̂
y 

) 

(

U

2

 

-

 

U

1

) 

Table-1:  List of possible distances between the means 

 

both the groups, the true value of the mean can be anything within confidence interval.    

These 9 distances represent nine mutually exclusive cases and each one occurs with some probability.  The 

usual method of computing AUC is based on D5.   

Now with the jth distance the estimated AUC, denoted by Aj becomes  

                                       Aj = Φ(
Dj

√𝑠x
2 + 𝑠y

2
) , j = 1, 2 …… 9                                              (5) 

Lasko et. al (2005) have shown that the estimated variance of the AUC is given by  

             V̂ (Aj) = 
1

n1+ n2
[

1

sX+sY
(

sX
2

n1
+ 

sY
2

n2
) + 

Aj
2

2(sX
2 + sY

2 )
2  (

sX
4

n1- 1
+ 

sY
2

n2- 1
)]                             (6) 

 

NEW SUMMARIZED ESTIMATES OF AUC 
Sarma, et al. (2010) has proposed three new estimates based on weighted average of the 9 individual Aj values.  

The three methods differ only in terms of defining the weights as discussed below. 

i) Simple Average Method  

Among three methods, it is the simplest one. The estimation of new AUC through this method is basing 

on weights. Then the estimated AUC is the sum of the product of the weights and the corresponding 

AUCs and is given by  

                                                    AUCAVG = ∑ 𝑊𝑗 𝐴𝑗
9
𝑗=1    where Wj = 1/9  ∀ j = 1, 2… 9 

where Aj for j = 1, 2, ….., 9 are the AUCs obtained from the confidence intervals of means given in 

(3.5).  It can be seen that ∑ 𝑊𝑗 
9
𝑗=1  

The variance of estimated AUC   is computed as below 
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V (AUCAVG) = ∑ 𝑊𝑗
2𝑉(𝐴𝑗)9

𝑗=1  

ii)  Fixed Weights Method (FW-Method)  

In this method, among all weights, one is to be fixed as W5 = 0.5 because Δ5 occurs with high 

probability and the remaining 8 weights are to be calculated by the following formula 

Wj = 
0.5

8
  ∀ j ≠ 5 

The new estimator by the fixed weights method (FW-Method) is the sum of the product of the weights 

including W5 with their corresponding AUCs and is defined as below 

AUCFW = ∑ 𝑊𝑗 𝐴𝑗  
9
𝑗≠1 + 

0.5

8
 𝐴5 

where Aj ; j = 1, 2, ….., 9 are s are the different AUCs obtained from the confidence intervals of means.  

It can be seen that ∑ 𝑊𝑗 
9
𝑗=1 = 1.For fixed weights method (FW-Method), the estimation of the variance 

is similar to that of the computation of the variance in the simple average method. So, the variance of 

the estimated AUC i.e. V (AUCFW) is the given by  

V (AUCFw) = ∑ 𝑊𝑗
2𝑉(𝐴𝑗)9

𝑗=1  

iii)  Proportional Weights Method (PW-Method) 

This method differs from both the simple average method and fixed weight method. In this method the 

weights are taken as proportional to the difference in the means used in equation(5) such that Wj = 
1

∆𝑗
 ∀ 

j = 1, 2,……, 9. It means the weights are increase by proportional to Δ. The new estimator by 

propositional weight method (PW-Method) is defined by the formula AUCPW = 
∑ 𝑊𝑗  𝐴𝑗

9
𝑗=1

∑ 𝑊𝑗
9
𝑗=1

   where Aj 

for j = 1, 2, ….., 9  are the different AUCs obtained from the confidence intervals of means. The 

variance of the estimated new estimator of the AUC by propositional weights method will be   

V ( AUCAVG ) = ∑ 𝑟𝑗
2𝑉(𝐴𝑗)9

𝑗=1      where rj = Wj {∑ 𝑊𝑗 
9
𝑗=1 }-1 

 

EMPIRICAL ILLUSTRATIONS 
In binormal model, the AUC can be estimated by taking difference between the means of two normal 

populations i.e. from the means of diseased (D) population µx and healthy(H) population µY. While estimating 

the AUC, rather than the consideration of only one difference between the means, 9 possible distances, from the 

true means basing on confidence limits, can be computed from first quartile(Q1), second quartile(Q2 or Mean) 

and third quartile (Q3) are to be considered to estimate new improved AUCs (Aj ; j=1,2,…….9). Later basing on 

all possible Aj’s, an estimation of three new average methods can be carried out by using weights i.e. ∑ 𝑊𝑗 
9
𝑗=1  

and to make the comparisons between them. Regarding normality between the obtained AUCs is explained by 

P-P plot with R2 value. 

 

The following table shows Normality fit for the estimated AUC’s at Target AUC = 0.9 

 

 

Target AUC = 0.9,   µ𝑌 = 85 

S. No Inputs Estimated AUC values 
Normality Fit by 

P-P Plot 

1 

n1 =  5 ,n2 = 5 

µx = 103.12 

sx = 10, sy =  10 

{A1..A4} = {0.9000,0.8573,0.8037,0.9325}, 

{A5} =  0.9000 

{A6..A9} = {0.8573,0.9562,0.9325,0.9000} 

AUCAVG = 0.8933,  AUCFW = 0.8962 , AUCPW = 

0.8841 

Y= 0.046X+0.893 

R2 = 0.934 
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From the above table, it can be seen that R2 values have been increased as sample sizes increases accordingly 

and AUC at Fixed Weight Method appears as best average among the others. 

 

CONCLUSIONS 
At fixed true mean values µx, µY and standard deviations Sx, Sy , I have been derived new improved AUC (Aj; 

j=1,2,…….9) estimates using  confidence interval of means  basing on confidence limits which can be which 

can be obtained from first quartile(Q1), second quartile(Q2 or Mean) and third quartiles(Q3). Among all 

obtained AUCs, at least more than 5 AUCs toward the Target AUC = 0.9. Among the new summarized 

estimates, AUC at Fixed Weight Method provides better average than other two methods. Between all possible 

sample AUC estimates, the normality is tested by P-P plot, which shows R2 value increases as the sample sizes 

(n1 and n2) are increased and also found that by interchanging n1 and n2,            R
2 would remain same. However 

the simple average method has the lowest variance among the three. 
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2 

n1 = 10, n2 = 15 

µx = 103.12 

sx = 10, sy =  10 
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4 
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Table-2 : Normality fit for the Estimated AUC’s at Target AUC = 0.9 
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