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ABSTRACT 
Sentiment analysis gained the close attention in the recent years and it is the main task of Natural Language 

Processing (NLP). The aim of this paper focuses to handle the problem of sentiment polarity categorization, 
which is the basic problem of Sentiment Analysis. We have tried to propose a general process for sentiment 

polarity categorization and support vector machine is used for classifying the polarity of sentences. Reviews 

collected from online product reviews collected from Amazon.com are the data used. The outcomes are 

promising for both sentence-level categorization and review-level categorization. 

 

 

INTRODUCTION 
Sentiment is mainly a judgment prompted by feeling. It is an attitude or thought, hence the other name opinion 

mining. It gives the exact idea of people’s sentiment towards certain entities (products). The Internet serves as a 

resource to provide information regarding sentiment, people are provided with opportunities to post their own 

ideas, thoughts via social media, such as forums, micro-blogs, or online social networking sites. Researchers and 

developers release their Application Programming Interfaces (APIs) to promote data collection. For example, 
the Twitter has three different versions of APIs, status and user information are gathered through REST API, 

and the Search API helps the developers to query specific content whereas the Streaming API helps to collect 

Twitter content in real time. We can mix those APIs to create their own applications. Thus sentiment analysis is 

considered highly reliable; the availability of online data makes it possible.  

 

On the other hand there are several difficulties like opinions differ in different situations and people do not 

always express opinions in a same way. We have to be very careful as the meanings change completely with 

respect to text, for example useful and not useful changes the complete picture. People may differ in their 

opinions; mostly there will be equal number of positive and negative comments in such case it is very difficult 

for a computer to judge. Sometime vague expressions make it even more difficult to conclude. 

 

The users hunger is on for and dependence upon online advice and recommendations the data reveals is merely 
one reason behind the emerge of interest in new systems that deal directly with opinions as a first-class object. 

Sentiment analysis concentrates on attitudes, whereas traditional text mining focuses on the analysis of facts. 

There are few main fields of research predominate in Sentiment analysis: sentiment classification, feature based 

Sentiment classification and opinion summarization. Sentiment classification deals with classifying entire 

documents according to the opinions towards certain objects. Feature-based Sentiment classification on the 

other hand considers the opinions on features of certain objects. Opinion summarization task is different from 

traditional text summarization because only the features of the product are mined on which the customers have 

expressed their opinions. Opinion summarization does not summarize the reviews by selecting a subset or 

rewrite some of the original sentences from the reviews to capture the main points as in the classic text 

summarization. 

 
In online review data have several flaws that potentially hinder the process of sentiment analysis. The first flaw 

is that since people can freely post their own content, the quality of their opinions cannot be guaranteed. For 

example, instead of sharing topic-related opinions, online spammers post spam on the forums. Some spam is 

meaningless at all, while others have irrelevant opinions also known as fake opinions. The second flaw is that 

ground truth of such online data is not always available. Hence there is a need to obtain like a tag of a certain 

opinion, indicating whether the opinion is positive, negative, or neutral [8-11]. 
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In existing methods for sentiment analysis is categorization of sentiment polarity. Given a piece of written text, 

the problem is to categorize the text into one specific sentiment polarity, positive or negative (or neutral). Based 

on the scope of the text, there are three levels of sentiment polarity categorization, namely the document level, 

the sentence level, and the entity and aspect level . The document level concerns whether a document, as a 

whole, expresses negative or positive sentiment, while the sentence level deals with each sentence’s sentiment 

categorization; The entity and aspect level then targets on what exactly people like or dislike from their opinions 

[5]. Since reviews of much work on sentiment analysis have already been included in this section upon which 

our research is essentially based a list of positive words and a list of negative words, respectively, based on 

customer reviews [13]. 

 

The proposed method consists of two important factors, namely the feature vector extraction [12], Sentiment 

polarity categorization based on the sentence level and review level. Parts of speech are a model which aims to 
classify roles according to parts of speech has been explored. In this model, information is used as part of a 

feature set which leads to sentiment classification on a dataset. The model parts of speech are supposed to be the 

significant indicator of sentiment expression and which works on subjectivity detection that represents the close 

relationship between presence of adjectives and sentence subjectivity. But, many experimental results show that 

using only adjectives as features leads to worse performance. The process of sentiment polarity categorization is 

twofold: sentence-level categorization and review-level categorization. Given a sentence, the goal of sentence-

level categorization is to classify it as positive or negative in terms of the sentiment that it conveys. Training 

data for this categorization process require ground truth tags, indicating the positiveness or negativeness of a 

given sentence. 

 

However, ground truth tagging becomes a really challenging problem, due to the amount of data that we have. 
Since manually tagging each sentence is infeasible, a machine tagging approach is then adopted as a solution. 

The approach implements a bag-of-word model that simply counts the appearance of positive or negative (word) 

tokens for every sentence. If there are more positive tokens than negative ones, the sentence will be tagged as 

positive, and vice versa. This approach is similar to the one used for tagging the Sentiment 140 Tweet Corpus. 

Training data for review-level categorization already have ground truth tags, which are the star-scaled ratings 

[14]. 

 

LITERATURE SURVEY 
Apart from classification of positive and negative sentiments, researchers also studied the problem of predicting 
the rating scores (e.g., 1–5 stars) of reviews [1]. In this case, the problem can be formulated as a regression 

problem since the rating scores are ordinal, although not all researchers solved the problem using regression 

techniques. Kim, Soo-Min, and Eduard Hovy (2004) [1] experimented with SVM regression, SVM multiclass 

classification using the one-vs-all (OVA) strategy, and a meta-learning method called metric labeling. It was 

shown that OVA based classification is significantly poorer than the other two approaches, which performed 

similarly. This is understandable as the numerical ratings are not categorical values. Liu, Bing, Minqing Hu, and 

Junsheng Cheng 92005) [2] improved this approach by modeling rating prediction as a graph-based semi-

supervised learning problem, which used both labeled (with ratings) and unlabeled (without ratings) reviews. 

 

Pak, Alexander, and Patrick Paroubek (2010) [3] introduced a bag-of-opinions representation of documents to 

capture the strength of n-grams with opinions, which is different from the traditional bag-of-words 

representation. Each of the opinions is a triple, a sentiment word, a modifier, and a negator. For example, in “not 
very good”, “good” is the sentiment word, “very” is the modifier and “not” is the negator. For sentiment 

classification of two classes (positive and negative), the opinion modifier is not crucial but for rating prediction, 

it is very important and so is the impact of negation. A constrained ridge regression method was developed to 

learn the sentiment score or strength of each opinion from domain-independent corpora (of multiple domains) of 

rated reviews. The key idea of learning was to exploit an available opinion lexicon and the review ratings. To 

transfer the regression model to a newly given domain-dependent application, the algorithm derives a set of 

statistics over the opinion scores and then uses them as additional features together with the standard unigrams 

for rating prediction. 

 

Prior to this work, (Choi, Yejin, and Claire Cardie, 2009) [4] proposed an approach to extracting adverb-

adjective-noun phrases (e.g., “very nice car”) based on the clause structure obtained by parsing sentences into a 
hierarchical representation. They assigned sentiment scores based on a heuristic method which computes the 
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contribution of adjectives, adverbials and negations to the sentiment degree based on the ratings of reviews 

where these words occurred. Unlike the above work, there was no learning involved in this work.  

 

Instead of predicting the rating of each review, Sarvabhotla, Kiran, Prasad Pingali, and Vasudeva Varma (2011) 

studied the problem of predicting the rating for each aspect. A simple approach to this task would be to use a 

standard regression or classification technique. However, this approach does not exploit the dependencies 

between users’ judgments across different aspects. Knowledge of these dependencies is useful for accurate 

prediction. Thus, this paper proposed two models, aspect model (which works on individual aspects) and 

agreement model (which models the rating agreement among aspects). Both models were combined in learning. 

The features used for training were lexical features such as unigram and bigrams from each review. Chesley, P., 

Vincent, B., Xu, L., & Srihari, R. K (2010) [6] used a similar approach as that in (Pang and Lee, 2005) [1] but 

with a Baysian network classifier for rating prediction of each aspect in a review. For good accuracy, instead of 
predicting for every review, they focused on predicting only aspect ratings for a selected subset of reviews 

which comprehensively evaluates the aspects. Clearly, the estimations from these reviews should be more 

accurate than for those of other reviews because these other reviews do not have sufficient information. The 

review selection method used an information measure based on Kolmogorov complexity. The aspect rating 

prediction for the selected reviews used machine learning. The features for training were only from those 

aspects related sentences. The aspect extraction was done in a similar way to that in (Bhatt, A., Patel, A., 

Chheda, H., & Gawande, 2015) [7]. 

 

BIG DATA AND HADOOP 
Big data means really a big data; it is a collection of large datasets that cannot be processed using traditional 

computing techniques. Big data is not merely a data; rather it has become a complete subject, which involves 

various tools, techniques and frameworks. Big data involves the data produced by different devices and 

applications. Big data technologies are important in providing more accurate analysis, which may lead to more 

concrete decision-making resulting in greater operational efficiencies, cost reductions, and reduced risks for the 

business. To hardness the power of big data, you would require an infrastructure that can manage and process 

huge volumes of structured and unstructured data in real-time and can protect data privacy and security. In this 

approach, an enterprise will have a computer to store and process big data. In Fig.1 data will be stored in an 

RDBMS like Oracle Database, MS SQL Server or DB2 and sophisticated software’s can be written to interact 

with the database, process the required data and present it to the users for analysis purpose. 

Centralised

System
Relational

Data base

 
Fig. 1 Data Storage in RDBMS 

 

This approach works well where less volume of data that can be accommodated by standard database servers, or 

up to the limit of the processor which is processing the data. But when it comes to dealing with huge amounts of 

data, it is really a tedious task to process such data through a traditional database server. Google solved this 

problem using an algorithm called MapReduce. This algorithm divides the task into small parts and assigns 
those parts to many computers connected over the network, and collects the results to form the final result 

dataset as shown in the Fig.2.  
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Fig. 2 Stored data in Commodity Hardware 

 

Hadoop: 

Doug Cutting, Mike Cafarella and team took the solution provided by Google and started an Open Source 

Project called HADOOP in 2005 and Doug named it after his son's toy elephant. Now Apache Hadoop is a 

registered trademark of the Apache Software Foundation. Hadoop runs applications using the MapReduce 

algorithm, where the data is processed in parallel on different CPU nodes [16]. In short, Hadoop framework is 
capable enough to develop applications capable of running on clusters of computers and they could perform 

complete statistical analysis for huge amounts of data as shown in Fig.3.  
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Fig. 3 Process of MapReduce 

Hadoop is an Apache open source framework written in java that allows distributed processing of large datasets 

across clusters of computers using simple programming models [15]. A Hadoop frame-worked application 

works in an environment that provides distributed storage and computation across clusters of computers. 

Hadoop is designed to scale up from single server to thousands of machines, each offering local computation 

and storage.  

 

Hadoop Architecture: 

Hadoop framework includes following four modules namely Hadoop Common, Hadoop YARN, Hadoop 

Distributed File System (HDFS) and Hadoop MapReduce as shown in Fig. 4.  
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Fig. 4 Distributed Computation and Storage with Cluster Management Technology (YARN) 

 

Hadoop MapReduce 

Hadoop MapReduce is a software framework for easily writing applications which process big amounts of data 

in-parallel on large clusters (thousands of nodes) of commodity hardware in a reliable, fault-tolerant manner. 

The framework takes care of scheduling tasks, monitoring them and re-executes the failed tasks. The 

MapReduce framework consists of a single master JobTracker and one slave TaskTracker per cluster-node. The 

master is responsible for resource management, tracking resource consumption/availability and scheduling the 

jobs component tasks on the slaves, monitoring them and re-executing the failed tasks. The slaves TaskTracker 

execute the tasks as directed by the master and provide task-status information to the master periodically. The 

JobTracker is a single point of failure for the Hadoop MapReduce service which means if JobTracker goes 

down, all running jobs are halted. 

 

Hadoop Distributed File System 

Hadoop can work directly with any mountable distributed file system such as Local FS, HFTP FS, S3, FS, and 

others, but the most common file system used by Hadoop is the Hadoop Distributed File System (HDFS). The 

Hadoop Distributed File System (HDFS) is based on the Google File System (GFS) and provides a distributed 

file system that is designed to run on large clusters (thousands of computers) of small computer machines in a 

reliable, fault-tolerant manner. HDFS uses a master/slave architecture where master consists of a 

singleNameNode that manages the file system metadata and one or more slaveDataNodes that store the actual 

data. A file in an HDFS namespace is split into several blocks and those blocks are stored in a set of DataNodes. 

The NameNode determines the mapping of blocks to the DataNodes. The DataNodes takes care of read and 

write operation with the file system. They also take care of block creation, deletion and replication based on 

instruction given by NameNode. HDFS provides a shell like any other file system and a list of commands are 
available to interact with the file system. These shell commands will be covered in a separate chapter along with 

appropriate examples. 

 

Hadoop YARN 

This is a framework for job scheduling and cluster resource management. 

 

Hadoop Common Utilities 

These are Java libraries and utilities required by other Hadoop modules. These libraries provide file system and 

OS level abstractions and contains the necessary Java files and scripts required to start Hadoop. 

 

PROPOSED WORK 
In the proposed method instead of removing objective content, in our study, all subjective content was extracted 

for future analysis. The subjective content consists of all sentiment sentences. A sentiment sentence is the one 

that contains, at least, one positive or negative word. All of the sentences were firstly tokenized into separated 

English words. Every word of a sentence has its syntactic role that defines how the word is used. The syntactic 

roles are also known as the parts of speech. There are 8 parts of speech in English: the verb, the noun, the 

pronoun, the adjective, the adverb, the preposition, the conjunction, and the interjection. In natural language 
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processing, Part Of Speech (POS) taggers have been developed to classify words based on their parts of speech. 

For sentiment analysis, a POS tagger is very useful because of the following two reasons, nouns and pronouns 

usually do not contain any sentiment, A POS tagger can also be used to distinguish words that can be used in 

different parts of speech. The overall architecture of the proposed method is represented in Fig. 5.  

 

Text Preprocessing: 

Preprocessing of data is the process of preparing and cleaning the data of dataset for classification. Here is the 

hypothesis of having the data properly pre-processed: to reduce the noise in the text should help improve the 

performance of the classifier and speed up the classification process, thus aiding in real time sentiment analysis. 

1. Tokenization: Given input as character sequence, tokenization is a task of chopping it up into pieces 

called tokens and at the same time removing certain characters such as punctuation marks. A token is an 

instance of sequence of characters that are grouped together as a useful semantic unit for processing. 
2. Stop Words Removal: A stop-list is the name commonly given to a set or list of stop words. It is 

typically language specific, although it may contain words. A search engine or other natural language processing 

system may contain a variety of stop-lists, one per language, or it may contain a single stop-list that is 

multilingual. Some of the more frequently used stop words for English include "a", "of", "the", "I", "it", "you", 

and ”and” these are generally regarded as 'functional words' which do not carry meaning. When assessing the 

contents of natural language, the meaning can be conveyed more clearly by ignoring the functional words 

.Hence it is practical to remove those words which appear too often that support no information for the task. 

3. Stemming: It is the process for reducing derived words to their stem, or root form. Stemming 

programs are commonly referred to as stemmers or stemming algorithms. A simple stemmer looks up the 

inflected form in a lookup table, this kind of approach is simple and fast. The disadvantage is that all inflected 

forms must be explicitly listed in table.eg. “developed”, “development” , ”developing” are reduced to the stem 
“develop”. 

 

Comment Database

Preprocessing

Transformation

Feature Selection

Classification

1. Tokenization

2. Stop Words Removal

3. Stemming

 
 

Fig.5 Steps and Techniques involved in Sentimental Analysis 

 

Transformation of documents into TF-IDF: 

The weight of each word in the corpus is calculated with the help of TF-IDF, so that it is easy to determine what 
words in the corpus of documents might be more favorable to use in a further processing. TF-IDF calculates [9] 

values for each word in a document defined as below: 

wd = fw,d* log(|D|fw,D) 

D is collection of documents ,w represents words, d is individual document belongs to D,|D| is size of corpus, 

fw,d is number of times w appears in d,fw,D is number of documents in which w occurs in D. 

 

Feature Vector Extraction: 

Sentiment tokens and sentiment scores are information extracted from the original dataset. They are also known 

as features, which will be used for sentiment categorization. In order to train the classifiers, each entry of 

training data needs to be transformed to a vector that contains those features, namely a feature vector. For the 

sentence-level (review-level) categorization, a feature vector is formed based on a sentence (review).One 
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challenge is to control each vector’s dimensionality. The challenge is actually twofold: Firstly, a vector should 

not contain an abundant amount (thousands or hundreds) of features or values of a feature, because of the curse 

of dimensionality; secondly, every vector should have the same number of dimensions, in order to fit the 

classifiers. This challenge, particularly applies to sentiment tokens: On one hand, there are 11,478 word tokens 

as well as 3,023 phrase tokens; On the other hand, vectors cannot be formed by simply including the tokens 

appeared in a sentence (or a review), because different sentences (or reviews) tend to have different, amount of 

tokens, leading to the consequence that the generated vectors are in different dimensions. Since we are only 

concern each sentiment token’s appearance inside a sentence or a review, to overcome the challenge, two binary 

strings are used to represent each token’s appearance. One string with 11,478 bits is used for word tokens, while 

the other one with a bit-length of 3,023 is applied for phrase tokens. 

 

Classification: 
The corpus contains 1.6million machine-tagged Twitter messages. Each message is tagged based on the 

emoticons (_as positive, _as negative) discovered inside the message. The aforementioned flaws have been 

somewhat overcome in the following two ways: First, each product review receives inspections before it can be 

posted. Second, each review must have a rating on it that can be used as the ground truth. The rating is based on 

a star-scaled system, where the highest rating has 5 stars and the lowest rating has only 1 star. 

 

Methods 

Data collection 

Data used in this paper is a set of product reviews collected from amazon.com. From February to April 2014, we 

collected, in total, over 5.1 millions of product review in which the products belong to 4 major categories: 

beauty, book, electronic, and home.  Those online reviews were posted by over 3.2 millions of reviewers 
(customers) towards 20,062 products. Each review includes the following information: 1) reviewer ID; 2) 

product ID; 3) rating; 4) time of the review; 5) helpfulness; 6) review text. 

 

Sentiment sentences extraction and POS tagging 

A sentiment sentence is the one that contains, at least, one positive or negative word. All of the sentences were 

firstly tokenized into separated English words. Every word of a sentence has its syntactic role that defines how 

the word is used. The syntactic roles are also known as the parts of speech. There are 8 parts of speech in 

English: the verb, the noun, the pronoun, the adjective, the adverb, the preposition, the conjunction, and the 

interjection. In natural language processing, Part Of Speech (POS) taggers have been developed to classify 

words based on their parts of speech. For sentiment analysis, a POS tagger is very useful because of the 

following two reasons: 1) Words like nouns and pronouns usually do not contain any sentiment. It is able to 

filter out such words with the help of a POS tagger; 2) A POS tagger can also be used to distinguish words that 
can be used in different parts of speech. For instance, as a verb, “enhanced" may conduct different amount of 

sentiment as being of an adjective. Each sentence was then tagged using the POS tagger. Given the enormous 

amount of sentences, a Python program that is able to run in parallel was written in order to improve the speed 

of tagging. As a result, there are over 25 million adjectives, over 22 million adverbs, and over 56 million verbs 

tagged out of all the sentiment sentences, because adjectives, adverbs, and verbs are words that mainly convey 

sentiment. 

 

Negation phrase identification 

Words such as adjectives and verbs are able to convey opposite sentiment with the help of negative prefixes. For 

instance, consider the following sentence that was found in an electronic device’s review: “The built in speaker 

also has its uses, but so far nothing revolutionary." The word, “revolutionary" is a positive word. SVM- Support 
vector machines are universal learners. Remarkable property of SVM is that their ability to learn can be 

independent of dimensionality of feature space. SVM measures the complexity of Hypothesis based on margin 

that separates the plane and not number of features. 

 

SVM learning Algorithms for Text Categorization 

SVM has defined input and output format. Input is a vector space and output is 0 or 1 (positive/negative). Text 

document in original form are not suitable for learning. They are transformed into format which matches into 

input of machine learning algorithm input. For this preprocessing on text documents is carried out. Then we 

carryout transformation. Each word will correspond to one dimension and identical words to same dimension. 

As mentioned before we will see TF-IDF for this purpose. Now a machine learning algorithm is used for 
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learning how to classify documents, i.e. creating a model for input-output mappings.SVM has been proved one 

of the powerful learning algorithm for text categorization, 

 

SVM based  Evaluation 

Text categorization systems may make mistakes. To compare different text classifiers for deciding which one is 

better, performance measures are used. Some of these measures the performance on one binary category, others 

aggregate per-category measures, to give an overall performance. TP, FP, TN, FN are the number of true/false 

positives/ negatives. We have a data set with 10.000 text messages where the model correctly predicts 9.700 

negative messages, and 100 positive messages. The model still incorrectly predicts 150 messages which are 

positive to be negative, and 50 messages which are negative to be positive.  The resulting Confusion Matrix 

[Table. 1] is shown below. 

 
Table. 1 Confusion Matrix on Sentiment classification task 

 
Positive 

(Predicted) 

Negative 

(Predicted) 

Positive 
(Actual) 

100 50 

Negative 

(Actual) 
150 9700 

 

For the binary classification problems, which was our case situation , we can derive from those metrics two 

equations called sensitivity and specificity. They are commonly used for the evaluation of any binary 

classifier. The Specificity (TNR) measures the proportion of messages that are negative (TN) of all the messages 

that are actually negative (TN+FP). It can be looked at as the probability that the message is classified as 

negative given that the message does not contain negative words. With higher specificity, fewer positive 

messages are labeled as negative. On the other hand, Sensitivity (TPR) is the proportion of messages that are 

positive (TP) of all the messages that are actually positive (TP+FN).  It can be seen as the probability that the 

message is positive given that the patient contain positive words. With higher sensitivity, fewer actual messages 

will be classified as negative.    
Sensitivity can be expressed as 

 TP / (TP+FN)  

and then Specificity which is 

 TN / (TN+FP) In general here, Sensitivity means the accuracy on the class Negative, and Specificity 

means the accuracy on the class Positive. So using these metrics, what is the accuracy on Positive and 

Negative messages. 

 Sensitivity = TP / (TP+FN) = 100/(100+50) = 0.4 = 40%   

 Specificity = TN / (TN+FP) = 9700/(9700+150) = 0.98 = 98%  

 

RESULTS AND DISCUSSION 
The sentimental analysis of the product review data performed at map reduce architecture using big data 

framework. The experiment is carried out with the Amazon customer review datasets around 62,250 of mobile 

product reviews. The graphs are plotted through r programming. 

 
 
 

 

 

 
Fig.6 Sentiment Directory 

Fig. 6 shows the sentiment directory is created in the Hadoop framework and input is loaded into the directory 

named product sentiment input. 
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Fig. 7 Product Sentiments 

 

Fig. 7 shows the product sentiments from the customer collected from Amazon database and the input consist of 

product details and the corresponding sentiments. 

 

 

 

Fig. 8 Job Submission in Hadoop 

 

Fig. 8 shows the job submission in hadoop framework with the corresponding input and output destinations. 
 
 
 
 
 
 
 
 
 

 

 
 

 

 

 

 

 

 

 

 

 

 
Fig. 9 Map Reduce Process 

 

Fig. 9 shows successful completions of map reduce process and the output is written back into the 

corresponding destination. 
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Fig. 10 Positive and Negative Sentiments Classification 

Fig. 10 shows the successful completion of classification of user product reviews based on splitting negative and 
positive sentiments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 11 Extraction of Positive Sentiments 

 

Fig. 11 shows the positive sentiments of mobile devices with their brand name and ratings extracted using POS 

method. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Fig. 12 Extraction of Negative Sentiments 

 

Fig. 12 shows the negative sentiments of mobile devices with their brand name and ratings extracted using POS 
method. 
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Fig. 13 Polarity Plot based on Sentiments 

 

Fig. 13 shows the polarity plot for mobiles based on sentimental score of customer’s reviews for positive and 

negative sentiments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 14 Customer Sentimental Score 

 

Fig.14 shows the sentimental score based on ratings and textual information from the customers for mobile 

phones. The below Fig. 15 shows the ROC curve for SVM based prediction model for classification of positive 

and negative labeled sentiments. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 15 Roc Curve for SVM based Prediction 
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CONCLUSION AND FUTURE WORK 
Sentiment analysis or opinion mining is a field of study that analyzes people’s sentiments, attitudes, or emotions 

towards certain entities. This paper handles a fundamental problem of sentiment analysis, sentiment polarity 

categorization. Online product reviews from Amazon.com are selected as data used for this study. A sentiment 

polarity categorization process has been proposed along with detailed descriptions of each step. Experiments for 

both sentence-level categorization and review-level categorization have been performed. 
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