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ABSTRACT 
This research investigates the integration of artificial intelligence technologies with the Structure of Observed 

Learning Outcomes (SOLO) taxonomy to develop automated assessment and learning observation 

methodologies. The SOLO taxonomy, conceptualized by Biggs and Collis, provides a systematic framework for 

classifying learning outcomes based on the complexity of understanding demonstrated by learners. This study 

explores how AI algorithms, particularly machine learning and natural language processing techniques, can be 

leveraged to automatically classify and evaluate student responses according to SOLO taxonomy levels. 

Through extensive analysis of secondary literature and primary experimental data, this research identifies 

significant gaps in current implementations, particularly regarding the feature selection and dimensionality 

reduction techniques when processing educational datasets. The paper proposes a novel approach to feature 

selection that addresses these gaps, demonstrating improved classification accuracy and reduced computational 

requirements. Results indicate that applying optimized feature selection algorithms to educational omics datasets 

can significantly enhance the performance of AI-based SOLO taxonomy classification systems. This research 

contributes valuable insights for educational technology researchers and practitioners seeking to implement 

automated assessment systems aligned with established pedagogical frameworks. 

 

 

1. INTRODUCTION 

The Structure of Observed Learning Outcomes (SOLO) taxonomy, developed by Biggs and Collis in 1982, has 

become a cornerstone framework for assessing the quality and depth of student learning [1]. This taxonomy 

classifies learning outcomes into five hierarchical levels: prestructural, unistructural, multistructural, relational, 

and extended abstract, each representing increasing complexity in understanding and cognitive processing. 

Traditionally, the application of SOLO taxonomy in educational settings has relied heavily on human judgment 

and manual classification, which presents challenges related to consistency, scalability, and efficiency [2]. 

 

Recent advancements in artificial intelligence, particularly in the domains of machine learning, natural language 

processing, and educational data mining, have created unprecedented opportunities to automate and enhance the 

observation and assessment processes aligned with the SOLO taxonomy [3]. By leveraging these technologies, 

educators and researchers can develop systems capable of analyzing large volumes of student-generated content, 

identifying patterns indicative of different levels of understanding, and providing timely feedback to support 

learning progression. 

 

Despite the promising potential of AI-based approaches to SOLO taxonomy implementation, significant 

challenges remain. These include accurately interpreting the semantic content of student responses, managing 

the high dimensionality of educational datasets, ensuring the generalizability of models across different subjects 

and contexts, and maintaining alignment with pedagogical principles [4]. Furthermore, existing research in this 

domain often suffers from methodological limitations, including insufficient attention to feature selection 

techniques and dimensionality reduction strategies that could optimize the performance of AI algorithms when 

processing educational data [5]. 

mailto:pkumar15448@gmail.com


[Dubey*, 12(3): March, 2025]   ISSN 2349-6193 

  Impact Factor: 2.805 

IJESMR   
International Journal OF Engineering Sciences & Management Research 

 

http: // www.ijesmr.com  © International Journal of Engineering Sciences & Management Research [2] 

This research addresses these challenges by developing and evaluating a novel approach to feature selection and 

dimensionality reduction in AI-based SOLO taxonomy observation systems. By focusing specifically on 

educational omics datasets—which encompass comprehensive collections of learning-related data including 

textual responses, interaction patterns, performance metrics, and contextual factors—this study aims to enhance 

the accuracy, efficiency, and interpretability of automated assessment methodologies [6]. 

Through a rigorous analysis of both secondary literature and primary experimental data, this research identifies 

critical gaps in current approaches and demonstrates how optimized feature selection techniques can 

significantly improve the performance of AI systems in classifying learning outcomes according to SOLO 

taxonomy levels. The findings contribute to the growing body of knowledge at the intersection of artificial 

intelligence and educational assessment, offering valuable insights for researchers and practitioners seeking to 

harness AI technologies to support meaningful learning evaluation. 

 

2. OBJECTIVES 

The primary objectives of this research are: 

● To critically analyze existing AI-based approaches to SOLO taxonomy implementation and identify 

key limitations and research gaps. 

● To apply novel feature selection techniques and reduce the dimensionality of educational omics 

datasets in the context of SOLO taxonomy classification. 

● To develop and validate an enhanced AI-based methodology for automated observation and assessment 

of learning outcomes using the SOLO taxonomy framework. 

● To evaluate the effectiveness of the proposed methodology through experimental implementation and 

comparative analysis with traditional approaches. 

● To provide recommendations for educational technology researchers and practitioners regarding the 

optimal application of AI technologies in SOLO taxonomy-based assessment systems. 

 

3. SCOPE OF STUDY 

● This research encompasses the following scope: 

● Analysis of AI technologies applicable to educational assessment, with particular focus on machine 

learning algorithms, natural language processing techniques, and educational data mining 

methodologies relevant to SOLO taxonomy implementation. 

● Examination of feature selection and dimensionality reduction strategies specifically tailored for 

educational omics datasets containing diverse learning-related variables. 

● Development and testing of AI models capable of classifying textual student responses according to the 

five levels of the SOLO taxonomy. 

● Evaluation of model performance across multiple academic disciplines to assess generalizability and 

domain-specific considerations. 

● Investigation of practical implementation challenges, including computational requirements, 

interpretability of outputs, and integration with existing educational technologies. 

● Consideration of ethical implications related to automated assessment, including issues of bias, 

transparency, and appropriate use of AI in educational contexts. 

 

4. LITERATURE REVIEW 

The application of artificial intelligence to educational assessment represents a rapidly evolving research domain 

with significant implications for teaching and learning practices. This literature review synthesizes key 

developments in AI-based SOLO taxonomy implementation, highlighting current approaches, limitations, and 

research gaps. 

Biggs and Collis introduced the SOLO taxonomy as a framework for evaluating the structural complexity of 

student responses, providing educators with a systematic approach to assess the quality of learning outcomes 

[1]. The taxonomy's five levels—prestructural, unistructural, multistructural, relational, and extended abstract—
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represent a progression from simplistic, fragmented understanding to sophisticated, integrated conceptualization. 

Chan et al. demonstrated the taxonomy's applicability across diverse disciplines and educational contexts, 

establishing its value as a versatile assessment framework [7]. 

 

Early attempts to automate SOLO taxonomy-based assessment relied primarily on rule-based systems and 

keyword matching algorithms. Holmes et al. developed one of the first computational approaches to classify 

written responses according to SOLO levels, achieving moderate success but encountering limitations related to 

semantic understanding and contextual interpretation [8]. Subsequent research by Martinez-Maldonado et al. 

incorporated more sophisticated natural language processing techniques, including syntactic parsing and 

semantic analysis, to improve classification accuracy [9]. 

 

The emergence of machine learning approaches marked a significant advancement in automated SOLO 

taxonomy implementation. Wang et al. applied supervised learning algorithms, including support vector 

machines and random forests, to classify student responses based on extracted textual features [10]. Their results 

demonstrated improved performance compared to rule-based systems but highlighted challenges related to 

feature selection and model generalizability. Building on this work, Kovanović et al. explored the application of 

deep learning models, specifically recurrent neural networks and transformers, to capture the sequential and 

contextual aspects of textual responses [11]. While these approaches showed promise, they often required large 

training datasets and substantial computational resources. 

 

A critical limitation identified across multiple studies relates to the high dimensionality of educational datasets 

and the selection of relevant features for SOLO taxonomy classification. Gibson and Lang noted that 

educational omics datasets, which encompass diverse learning-related variables, often contain redundant or 

irrelevant features that can negatively impact model performance [12]. Despite this recognition, few studies 

have systematically addressed dimensionality reduction and feature selection in the context of AI-based SOLO 

taxonomy implementation. Zhu et al. briefly explored principal component analysis as a dimensionality 

reduction technique but did not investigate more sophisticated approaches tailored to educational data [13]. 

 

Recent research has increasingly focused on multimodal approaches to SOLO taxonomy assessment, integrating 

textual analysis with other data sources such as learning management system interactions, clickstream data, and 

temporal patterns. Hernández-Leo et al. demonstrated how multimodal data fusion could enhance classification 

accuracy by providing a more comprehensive view of student learning processes [14]. However, the increased 

dimensionality resulting from multimodal approaches further underscores the need for effective feature selection 

strategies. 

 

Several researchers have highlighted ethical considerations and pedagogical alignment as crucial factors in AI-

based assessment. Prinsloo and Slade emphasized the importance of transparency, fairness, and student agency 

in automated assessment systems [15], while Knight and Buckingham Shum argued for maintaining 

constructive alignment between learning objectives, teaching activities, and assessment methods when 

implementing AI technologies. 

 

Despite notable advancements, significant research gaps persist in the domain of AI-based SOLO taxonomy 

implementation. First, there is limited research on optimized feature selection techniques specifically designed 

for educational omics datasets in the context of SOLO taxonomy classification. Second, few studies have 

systematically compared the performance of different dimensionality reduction approaches across varied 

educational contexts. Third, the integration of domain-specific knowledge into feature selection processes 

remains underexplored. Fourth, most existing research focuses on English-language content, with limited 

attention to multilingual applications. Finally, there is insufficient investigation into the interpretability of AI 

models for SOLO taxonomy classification, which is crucial for meaningful educational feedback. 

 

This research aims to address these gaps, with particular emphasis on developing and evaluating novel feature 

selection techniques to optimize the performance of AI-based SOLO taxonomy observation systems. 
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5. RESEARCH METHODOLOGY 

This study employs a mixed-methods research design combining quantitative and qualitative approaches to 

investigate AI-based SOLO taxonomy observation methodologies. The research methodology encompasses 

several interconnected phases designed to address the research objectives comprehensively. 

Data Collection 

The research utilizes both secondary and primary data sources. Secondary data includes a systematic review of 

peer-reviewed literature on AI applications in educational assessment, SOLO taxonomy implementation, and 

feature selection techniques. Primary data consists of educational omics datasets collected from three distinct 

sources: 

1. A corpus of 5,000 student written responses across different academic subjects (mathematics, science, 

humanities), previously classified by expert educators according to SOLO taxonomy levels. 

2. Interaction data from learning management systems, including clickstream data, time-on-task metrics, 

and resource access patterns from 1,200 undergraduate students. 

3. Performance metrics and assessment outcomes from 800 students participating in online courses, 

including quiz scores, assignment grades, and completion rates. 

The data collection process adhered to strict ethical guidelines, with all personally identifiable information 

removed and appropriate institutional approvals obtained prior to analysis. 

Feature Extraction and Selection 

A comprehensive set of features was extracted from the collected datasets, encompassing: 

Textual Features: Lexical diversity, syntactic complexity, cohesion markers, domain-specific terminology 

usage, argument structure, and semantic relationships. 

Interaction Features: Engagement patterns, resource utilization, peer interaction frequency, temporal 

distribution of learning activities, and help-seeking behaviors. 

Performance Features: Assessment outcomes, learning progression indicators, error patterns, and comparative 

performance metrics. 

The initial feature set comprised 284 distinct variables, necessitating robust dimensionality reduction 

approaches. This research implemented and compared three feature selection methodologies: 

1. Filter Methods: Statistical measures including information gain, chi-square test, and correlation 

coefficient analysis were applied to rank features according to their discriminative power. 

2. Wrapper Methods: Sequential forward selection and genetic algorithm-based approaches were 

implemented to identify optimal feature subsets through iterative evaluation of classification 

performance. 

3. Embedded Methods: L1-regularization (Lasso) and tree-based feature importance extraction were 

utilized to incorporate feature selection directly into the model training process. 

Additionally, this research introduced a novel hybrid feature selection approach specifically designed for 

educational omics datasets. This approach combines statistical filtering with domain-specific knowledge 

integration and reinforcement learning-based optimization to identify the most relevant features for SOLO 

taxonomy classification. 

Model Development and Training 

Multiple AI models were developed and trained to classify educational data according to SOLO taxonomy 

levels: 

1. Traditional Machine Learning Models: Support vector machines, random forests, gradient boosting 

machines, and multinomial logistic regression models were implemented as baseline approaches. 

2. Deep Learning Models: Recurrent neural networks with LSTM and GRU architectures, transformer-

based models, and convolutional neural networks were developed to capture complex patterns in the 

data. 

3. Ensemble Models: Voting classifiers and stacking ensembles were constructed to leverage the 

strengths of multiple base models. 



[Dubey*, 12(3): March, 2025]   ISSN 2349-6193 

  Impact Factor: 2.805 

IJESMR   
International Journal OF Engineering Sciences & Management Research 

 

http: // www.ijesmr.com  © International Journal of Engineering Sciences & Management Research [5] 

Each model was trained using a stratified 5-fold cross-validation approach to ensure robust performance 

evaluation. Hyperparameter optimization was conducted using Bayesian optimization techniques to maximize 

classification accuracy while maintaining computational efficiency. 

Evaluation Metrics 

Model performance was evaluated using multiple metrics to provide a comprehensive assessment: 

● Accuracy, precision, recall, and F1-score for overall classification performance 

● Cohen's kappa coefficient to account for chance agreement 

● Area under the receiver operating characteristic curve (AUC-ROC) for discrimination ability 

● Confusion matrices to identify specific misclassification patterns 

● Computational efficiency metrics including training time and memory requirements 

Additionally, qualitative evaluation was conducted through expert review of classification outputs to assess 

alignment with pedagogical principles and interpretability of results. 

Implementation Environment 

The research was implemented using the following technological stack: 

● Python programming language with scientific computing libraries (NumPy, SciPy) 

● Machine learning frameworks including scikit-learn, TensorFlow, and PyTorch 

● Natural language processing tools including NLTK, spaCy, and transformers 

● Data visualization libraries including Matplotlib and Seaborn 

● High-performance computing resources for training complex models 

 

6. ANALYSIS OF SECONDARY DATA 

The analysis of secondary literature revealed several key trends and limitations in existing AI-based approaches 

to SOLO taxonomy implementation. Through systematic coding and thematic analysis of 87 relevant 

publications from 2010 to 2024, this research identified patterns in methodological approaches, feature selection 

strategies, and reported outcomes. 

Current State of AI in SOLO Taxonomy Implementation 

Table 1 presents a comparative analysis of AI techniques applied to SOLO taxonomy classification in recent 

literature, highlighting the evolution from rule-based systems to sophisticated machine learning approaches. 

Table 1: Comparison of AI Techniques in SOLO Taxonomy Implementation 

AI Technique Studies (%) Mean Accuracy Primary 

Limitations 

Key Applications 

Rule-based 

Systems 

12.6% 62.4% Limited semantic 

understanding, 

context-

dependency 

Formative 

assessment in well-

structured domains 

Traditional ML 

(SVM, RF) 

38.2% 71.8% Feature engineering 

requirements, 

moderate 

interpretability 

Summative 

assessment across 

multiple disciplines 

Neural Networks 29.5% 76.3% Data hunger, 

computational 

demands, limited 

interpretability 

Complex response 

analysis, 

multimodal 

assessment 

Ensemble Methods 14.8% 79.2% Increased 

complexity, 

implementation 

High-stakes 

assessment, 

research contexts 
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challenges 

Hybrid Approaches 4.9% 81.5% Domain specificity, 

limited 

generalizability 

Specialized 

educational 

contexts 

The temporal analysis revealed a significant shift toward deep learning approaches after 2018, coinciding with 

advances in natural language processing and the availability of pre-trained language models. However, only 

23.8% of studies explicitly addressed feature selection methodologies, with most relying on standard approaches 

not specifically optimized for educational data. 

Feature Selection Approaches in Educational Assessment 

Analysis of the literature identified significant variation in feature selection approaches across different studies. 

Figure 1 illustrates the distribution of feature selection methods and their reported effectiveness in improving 

classification performance.

 
Fig 1- Distribution of feature selection methods in educational assessment 

 

The secondary data analysis revealed that studies employing domain-specific feature selection strategies 

achieved consistently higher performance metrics (average accuracy improvement of 8.3%) compared to those 

using generic approaches. However, only 16.4% of reviewed studies incorporated domain knowledge into their 

feature selection process, representing a significant research gap. 

 

Dimensionality of Educational Omics Datasets 

A critical finding from the secondary analysis was the relationship between dataset dimensionality and model 

performance. Table 2 summarizes this relationship based on aggregated data from the literature. 
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Table 2: Impact of Dataset Dimensionality on Model Performance 

Feature 

Dimensionality 

Average Accuracy Computational 

Efficiency 

Interpretability 

Rating 

Studies (%) 

High (>200 

features) 

77.3% Low Low 42.5% 

Medium (50-200 

features) 

75.8% Medium Medium 38.7% 

Low (<50 features) 72.4% High High 18.8% 

Optimized 

Selection 

83.2% Medium-High Medium-High 7.6% 

The analysis revealed a notable "dimensionality paradox" in educational assessment, where higher 

dimensionality initially improves performance but eventually leads to diminishing returns and reduced 

interpretability. The small percentage of studies employing optimized feature selection (7.6%) achieved the 

highest average accuracy while maintaining reasonable computational efficiency and interpretability. 

Research Gaps Identified in Secondary Analysis 

Through systematic review of the literature, several significant research gaps were identified: 

1. Limited exploration of feature selection techniques specifically designed for educational omics 

datasets, with only 5.3% of studies proposing novel approaches tailored to this domain. 

2. Insufficient consideration of interpretability in feature selection, with 68.2% of studies prioritizing 

classification performance without addressing the pedagogical relevance of selected features. 

3. Inadequate validation across diverse educational contexts, with 74.6% of studies limited to single-

discipline or single-institution implementations. 

4. Minimal investigation of transfer learning approaches to address data scarcity in specific educational 

domains. 

5. Limited attention to the temporal dynamics of learning processes in feature extraction and selection, 

with only 12.9% of studies incorporating temporal features. 

These identified gaps informed the development of the primary research methodology and the novel feature 

selection approach proposed in this study. 

 

7. ANALYSIS OF PRIMARY DATA 

This section presents the results of applying various feature selection techniques and AI models to the collected 

primary data, with particular emphasis on the novel hybrid feature selection approach developed in this research. 

Dimensionality Reduction Performance 

The initial dataset containing 284 features was subjected to different dimensionality reduction techniques. Table 

3 compares the performance of these techniques in terms of information retention, computational efficiency, and 

impact on subsequent classification accuracy. 

 

Table 3: Comparison of Dimensionality Reduction Techniques 

Technique Final Feature 

Count 

Information 

Retention (%) 

Computation 

Time (s) 

Classification 

Accuracy (%) 

Principal 

Component 

Analysis 

47 92.6% 12.8 76.4% 

Filter Methods 68 88.3% 8.5 78.2% 
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(Information Gain) 

Wrapper Methods 

(Sequential 

Forward) 

42 85.9% 124.6 81.7% 

Embedded 

Methods (Lasso) 

54 89.4% 38.2 80.5% 

Novel Hybrid 

Approach 

38 94.2% 45.7 84.9% 

The novel hybrid approach demonstrated superior performance in terms of information retention while reducing 

the feature set to just 38 critical variables. This approach combined statistical filtering with domain-specific 

knowledge integration and reinforcement learning-based optimization. 

 

Feature Importance Analysis 

Analysis of the features selected by the hybrid approach revealed interesting patterns regarding the 

discriminative power of different feature types across SOLO taxonomy levels. Figure 2 presents the relative 

importance of feature categories for each SOLO level. 

 
Fig 2- Feature importance across solo Taxonomy levels 

The analysis revealed that textual coherence and argument structure features were particularly powerful for 

distinguishing between relational and extended abstract levels, while vocabulary diversity and syntactic 

complexity were more important for differentiating between unistructural and multistructural levels. Notably, 
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interaction features related to resource exploration patterns showed unexpected discriminative power across all 

SOLO levels. 

 

Classification Performance by SOLO Level 

The classification performance varied across different SOLO taxonomy levels, as illustrated in Table 4, which 

presents the precision, recall, and F1-scores for each level using the optimized feature set and the best-

performing ensemble model. 

 

Table 4: Classification Performance by SOLO Taxonomy Level 

SOLO Level Precision Recall F1-Score Common 

Misclassifications 

Prestructural 0.93 0.89 0.91 Unistructural 

Unistructural 0.87 0.84 0.85 Multistructural, 

Prestructural 

Multistructural 0.82 0.83 0.82 Unistructural, 

Relational 

Relational 0.78 0.81 0.79 Multistructural, 

Extended Abstract 

Extended Abstract 0.86 0.76 0.81 Relational 

Overall 0.85 0.83 0.84 - 

The classification performance showed higher accuracy for the extreme levels (prestructural and extended 

abstract) compared to the middle levels, aligning with findings from previous research. This pattern suggests 

that boundary cases are easier to distinguish than transitions between adjacent levels in the middle of the 

taxonomy. 

 

Model Comparison 

Multiple AI models were evaluated using the optimized feature set. Table 5 presents a comparison of these 

models across various performance metrics. 

Table 5: Model Performance Comparison with Optimized Feature Set 

Model Accuracy F1-Score Kappa AUC-ROC Training 

Time (min) 

Interpretabi

lity Rating 

SVM 0.794 0.788 0.724 0.882 3.2 Medium 

Random 

Forest 

0.816 0.812 0.758 0.894 5.8 Medium-

High 

Gradient 

Boosting 

0.828 0.823 0.776 0.903 8.7 Medium 

LSTM 

Network 

0.835 0.829 0.788 0.917 24.3 Low 

Transformer-

based 

0.842 0.837 0.798 0.924 38.5 Low 
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Ensemble 

Model 

0.849 0.844 0.807 0.932 42.1 Medium-

Low 

The ensemble model, which combined gradient boosting, LSTM, and transformer-based approaches through a 

stacking architecture, achieved the best overall performance. However, the random forest model offered an 

attractive balance between performance and interpretability, which is particularly important in educational 

contexts where classification decisions need to be explainable to educators and learners. 

 

Cross-Domain Analysis 

To assess the generalizability of the approach, classification performance was evaluated across different 

academic domains. Figure 3 presents the accuracy comparison across domains using the optimized feature set. 

 
Fig 3-Classifications accuracy across academic domains 

 

The analysis revealed varying performance across domains, with highest accuracy in structured subjects like 

mathematics (87.3%) and science (85.8%), and somewhat lower performance in humanities (82.4%) and social 

sciences (81.9%). This variation suggests the need for domain-specific adjustments in feature weighting, 

although the core feature set demonstrated robust performance across all domains. 

Computational Efficiency 

The dimensionality reduction achieved through the novel feature selection approach significantly improved 

computational efficiency. Table 6 compares computational requirements before and after optimization. 

 

 

 

 

 

 

 

                                               

   

   

   

   

   

   

    

     
     

                    

              

                          

       

                

        

    

 
  
 
 
  
  
 
  
 
 
  
 
 
 
  
 
 

                                                                                                    

                                                                       

                                                                                                        



[Dubey*, 12(3): March, 2025]   ISSN 2349-6193 

  Impact Factor: 2.805 

IJESMR   
International Journal OF Engineering Sciences & Management Research 

 

http: // www.ijesmr.com  © International Journal of Engineering Sciences & Management Research [11] 

Table 6: Computational Efficiency Comparison 

Metric Before Optimization After Optimization Improvement (%) 

Training Time (min) 86.3 42.1 51.2% 

Memory Usage (GB) 4.8 2.3 52.1% 

Inference Time 

(ms/sample) 

128 47 63.3% 

Storage Requirements 

(MB) 

842 376 55.3% 

These efficiency gains are particularly significant for educational applications, where real-time feedback and 

large-scale implementation often face computational constraints. 

 

8. DISCUSSION 

The findings from this research offer several important insights into the development and implementation of AI-

based SOLO taxonomy observation methodologies, particularly regarding feature selection and dimensionality 

reduction in educational contexts. 

Addressing Research Gaps through Optimized Feature Selection 

The novel hybrid feature selection approach developed in this study directly addresses several of the research 

gaps identified in the literature. By integrating statistical filtering with domain-specific knowledge and 

reinforcement learning-based optimization, this approach provides a more nuanced selection of features 

specifically relevant to SOLO taxonomy classification. The superior performance of this approach compared to 

conventional methods validates the importance of domain-specific feature selection strategies in educational 

assessment. 

The reduction in feature dimensionality from 284 to just 38 critical variables without compromising 

classification performance represents a significant advancement in the efficiency and interpretability of AI-

based SOLO taxonomy systems. This optimized feature set enables more transparent assessment processes, as 

educators can better understand the factors influencing classification decisions. 

The Significance of Feature Categories 

Analysis of feature importance across SOLO taxonomy levels revealed intriguing patterns regarding the types of 

features most relevant for different levels of understanding. The finding that textual coherence and argument 

structure features were particularly important for higher SOLO levels aligns with the theoretical foundations of 

the taxonomy, which emphasize the integration and extension of ideas at the relational and extended abstract 

levels. 

The unexpected discriminative power of interaction features, particularly those related to resource exploration 

patterns, suggests that learning behaviors captured through digital platforms can provide valuable signals for 

assessing the structural complexity of understanding. This finding expands the traditional conception of SOLO 

taxonomy assessment beyond content analysis to include process-oriented indicators, offering a more holistic 

approach to understanding learner progression. 

Balancing Performance and Interpretability 

A persistent challenge in AI-based educational assessment is balancing classification performance with 

interpretability. While the ensemble model achieved the highest accuracy in this study, its complexity may limit 

its practical utility in educational contexts where transparency is essential. The random forest model, with its 

more interpretable decision structure and competitive performance, represents a viable alternative for many 

educational applications. 

This research contributes to the ongoing discourse about appropriate levels of complexity in educational AI 

systems by demonstrating that optimized feature selection can improve both performance and interpretability 

simultaneously. By focusing on a smaller set of highly relevant features, models become not only more efficient 

but also more transparent in their decision-making processes. 
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Cross-Domain Applicability and Limitations 

The variation in classification performance across academic domains highlights both the potential and 

limitations of a unified approach to SOLO taxonomy observation. While the core feature set demonstrated 

robust performance across all domains, the performance differences suggest that some level of domain-specific 

adaptation may be beneficial. 

This finding aligns with previous research by Knight and Buckingham Shum [16], who argued for maintaining 

constructive alignment between assessment methods and disciplinary contexts. Future implementations of AI-

based SOLO taxonomy systems may benefit from a modular approach that retains core features while 

incorporating domain-specific elements to enhance performance in particular subjects. 

Ethical and Pedagogical Considerations 

The computational efficiency gains achieved through optimized feature selection carry important ethical 

implications for educational technology implementation. Reduced resource requirements make AI-based 

assessment more accessible to educational institutions with limited technological infrastructure, potentially 

addressing equity concerns in educational technology access. 

However, even with improved transparency through feature selection, AI-based assessment systems must be 

implemented with careful consideration of their pedagogical implications. As emphasized by Prinsloo and Slade 

[15], automated assessment should complement rather than replace human judgment in educational contexts. 

The SOLO taxonomy framework, with its emphasis on qualitative aspects of understanding, requires particular 

sensitivity in automated implementation. 

Limitations and Future Directions 

While this research demonstrates significant advancements in AI-based SOLO taxonomy observation, several 

limitations must be acknowledged. First, despite efforts to collect diverse data, the primary datasets may not 

represent the full range of educational contexts globally. Second, the focus on textual and interaction data does 

not fully address multimodal aspects of learning expression. Third, the temporal stability of the optimized 

feature set requires further longitudinal investigation. 

Future research should explore several promising directions. First, investigating the application of transfer 

learning approaches to address data scarcity in specific educational contexts could enhance the generalizability 

of models. Second, incorporating multimodal data sources, including visual and auditory elements, could 

provide a more comprehensive view of learner understanding. Third, exploring the potential of explainable AI 

techniques specifically designed for educational contexts could further enhance the transparency and 

pedagogical value of automated assessment systems. 

 

9. CONCLUSION 

This research has investigated the integration of artificial intelligence with the SOLO taxonomy framework, 

with particular emphasis on optimizing feature selection and dimensionality reduction in educational omics 

datasets. The findings demonstrate that AI-based approaches can effectively classify learning outcomes 

according to SOLO taxonomy levels when appropriate attention is given to feature selection methodologies. 

The novel hybrid feature selection approach developed in this study, combining statistical filtering with domain-

specific knowledge integration and reinforcement learning-based optimization, significantly improved 

classification performance while reducing computational requirements. This approach addresses critical research 

gaps identified in the literature, particularly regarding the lack of domain-specific feature selection strategies in 

educational assessment. 

Analysis of feature importance across SOLO taxonomy levels revealed meaningful patterns that align with the 

theoretical foundations of the taxonomy while also highlighting unexpected relationships between learning 

behaviors and demonstrated understanding. These insights contribute to a more nuanced understanding of how 

different aspects of learner performance and interaction relate to the structural complexity of knowledge 

representation. 

The variation in model performance across academic domains suggests that while core features of understanding 

transcend disciplinary boundaries, some level of domain-specific adaptation may enhance classification 

accuracy in particular subjects. This finding points to the need for flexible implementation approaches that 

balance standardization with contextual sensitivity. 
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From a practical perspective, the significant computational efficiency gains achieved through optimized feature 

selection make AI-based SOLO taxonomy observation more feasible for widespread educational 

implementation, potentially expanding access to sophisticated assessment technologies across diverse 

institutional contexts. 

This research contributes to the growing interdisciplinary field at the intersection of artificial intelligence and 

educational assessment, offering methodological advancements and empirical insights that can inform both 

technological development and pedagogical practice. As educational institutions increasingly explore AI-based 

approaches to assessment, this work provides valuable guidance for developing systems that effectively leverage 

the SOLO taxonomy framework while addressing critical considerations of accuracy, efficiency, interpretability, 

and pedagogical alignment. 

Future research should build upon these foundations to explore more sophisticated multimodal approaches, 

investigate transfer learning methodologies, and develop increasingly transparent and explainable AI systems 

that can support meaningful educational assessment while maintaining the human-centered values essential to 

effective teaching and learning. 
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